
Ethics and Digital Technologies:
Grids, grids, grids
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Sources of inspiration

I edX MOOC from the University of Michigan (2016): Data
Science Ethics

I Serment d’Hippocrate pour data scientists(FR):
https://hippocrate.tech/

I CERNA report: Research ethics in machine learning

I Data Ethics Decision Aid (DEDA)
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https://hippocrate.tech/
http://cerna-ethics-allistene.org/digitalAssets/54/54730_cerna_2017_machine_learning.pdf
https://dataschool.nl/deda/?lang=en


Why grids?

Data Ethics Decision Aid

Machine Learning Ethics

To finish
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Reminder: beyond Grids

Grids are attractive:

I simple

I illusion of exhaustiveness

But they are far from enough:

” Neither the risk analysis informed by engineering
practice, nor the socially informed engineering practice
can be replaced by the other.” [Gurses et al., 2011]
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Making the Most of Grids

1. start thinking/discussing without them

2. use them as a complement

3. do not limit your thinking because you checked all the list in
the grid
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Done/To Do

You already saw:

I the consequentialist grid of analysis [Lefeuvre et al., 2015]

I the privacy by design checklist and some of its
”children” [Gurses et al., 2011]

I a couple of GDPR articles

What I’ll present you today:

I DEDA

I CERNA’s work on machine learning
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https://dataschool.nl/deda/deda-app/?lang=en
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The Worksheet
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S T A R T

This poster is supported by the DEDA manual. The function of 
the manual is to provide additional background information. 
Please decide who in the team will fill in the report. 

Run through the questions and answer them with post-its.
For each question that cannot be answered right away, you will find
an action point in the report, which indicates further steps. 

STEP ONE 

STEP TWO 

Project name, date, place                                               

 

 

-

Taking a decision

Taking the previous questions into account, make a decision about the
continuation of the project. What are the possible benefits and problems?
Appoint a member of the team to be the devil’s advocate in this 
deliberation. The questions and concepts below can help him/her.

 • Freedom of choice 
 • Freedom of speech
 • Mutual respect
 • Trust
 • Diversity
 • Creativity
 • Peace and a good life

STEP THREE

Participants

What is the project about?

What kind of data do you use? 

What are the benefits of this project?

Might there be any problems with your project? 

What would a person you want to be do in this  situation?

 Does the project meet the standards of good governance and responsibility?

Which outcome is the best for the majority of involved subjects, the city and it’s residents?     

Does your approach respect the autonomy of all 
subjects who are involved? 

What are problems particular to this project?

How can we make sure that the following
values are respected?
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The Data Ethics Decision Aid and this poster 
are developed by the Utrecht Data School and 
the University of Utrecht. © Utrecht Data 
School, Utrecht University 2017 

DEDA version 1.0, 
released March 2017, 
check for updates: 

www.dataschool.nl/deda

Neither the Utrecht Dataschool, nor the 
University of Utrecht are liable for (possible) 
damage in connection with, or arising from,
the use of material or content of DEDA.

Utrecht, 2017.

DEDA version 1.0. While DEDA is used we learn 
how to improve it. Those changes will be 
implemented in future versions. If you have 
used DEDA and you think it can be approved, 
please feel free to share your thought with us. 
Send an e-mail to: info@dataschool.nl - We 
appreciate your feedback.

info@dataschool.nl  
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27b Can you imagine a future scenario in which your 

 current decision might matter?

27a Does your decision change if you think about long 

17b   Who is responsible for preparing those strategies?
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Is there a danger of public  outrage?

26 Are you gathering the right information for  your goal?

24a Do you have a vague feeling about this project?

23b What do other team members or colleagues expect?

25b Who is missing or invisible in your dataset?   
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https://dataschool.wp.hum.uu.nl/wp-content/uploads/sites/272/2018/04/DEDA.worksheet.EN_.20170821.transparent.pdf


Using DEDA

Just Do It

Take the survey for the case you presented
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https://survey2.hum.uu.nl/index.php/635726?newtest=Y&lang=en
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CERNA

= Commission de réflexion sur l’Éthique de la Recherche en
sciences et technologies du Numérique d’Allistene

I créée en 2012

I various public research actors: Inria, CEA, CNRS, etc.
I organizes special days (conferences) on different themes:

I robots
I machine learning and AI
I governing algorithms, etc.

I working groups, producing reports
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Machine learning ethics report: six themes

1. Data

2. Autonomy

3. Explainability

4. Decision-making

5. Consent

6. Responsibility
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I Ethics is (also) good for business

I Ethical discussions help to develop
interesting features

I Take the necessary time to discuss
the project from an ethical point of
view

I This time is not necessary long
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Gurses, S., Troncoso, C., and Diaz, C. (2011).
Engineering privacy by design.
In Computers, Privacy & Data Protection.

Lefeuvre, A., Antoine, J.-Y., and Allegre, W. (2015).
Ethique conséquentialiste et traitement automatique des
langues : une typologie de facteurs de risques adaptée aux
technologies langagières.
In
Atelier Ethique et TRaitemeNt Automatique des Langues (ETeRNAL’2015), conférence TALN’2015,
Actes de la 1e Ethique et TRaitemeNt Automatique des
Langues (ETeRNAL’2015), Caen (France), pages 53–66, Caen,
France.
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